
Vol.:(0123456789)

The Geneva Risk and Insurance Review (2019) 44:137–175
https://doi.org/10.1057/s10713-019-00042-y

EGRIE KEYNOTE ADDRESS

The behavioral welfare economics of insurance

Glenn W. Harrison1,2

Received: 5 September 2019 / Accepted: 14 September 2019 / Published online: 17 October 2019 
© International Association for the Study of Insurance Economics 2019

Abstract
Behavioral economics poses a challenge for the welfare evaluation of insurance 
products and policy. It demands that we recognize that the descriptive account of 
behavior toward insurance depends on risk and time preferences that might not be 
the ones we were all taught, and still teach, and that subjective beliefs might not 
accord with actuarial assessments of loss probabilities. Challenging as that can be, 
things become even harder when we jettison naive notions of revealed preferences 
as the basis for evaluating the individual welfare of insurance decisions. These chal-
lenges demand theory, datasets that allow us to identify structural models, datasets 
that allow us to observe those that do not purchase insurance, appropriate econo-
metric methods, and particularly pay close attention to the methodological nonsense 
that is often used to justify policy interventions.

Keywords  Behavioral welfare economics · Insurance · Methodology · Preferences · 
Subjective beliefs

1  Introduction

Decisions to purchase insurance should be a perfect place to see economic theory 
at work in general, and behavioral economics at work in particular. We have well-
developed descriptive theories of the demand for insurance products. These theories 
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extend relatively easily to the insights of behavioral economics.1 When we turn 
to normative issues, however, things are not nearly so settled. The informational 
requirements needed to undertake welfare evaluations are severe, and are well recog-
nized. And when we turn to behavioral welfare economics, we face numerous sub-
tleties that place an even higher premium on theoretical rigor. This lecture reviews 
these normative issues, the existing literature, and the challenges, with emphasis on 
behavior toward insurance. Despite the emphasis on the need for theory, and the 
striking lack of theory in much of what passes for policy evaluation these days, the 
implications for policy are serious, and not just challenging theoretical puzzles.

From a theoretical perspective, one can quickly identify several “behavioral mov-
ing parts” in canonical insurance contracts. The first is obviously risk aversion, 
which can derive from various psychological pathways. The second is, also obvi-
ously, subjective beliefs about loss probabilities, as well as nonperformance risk and 
other basis risk when applicable. The third concerns time preferences, thinking of 
insurance as an explicitly time-dated contract: in general, I give you a known pre-
mium now in the expectation that if something happens to me over the coming year 
you will honor that contract and help me mitigate the loss. The fourth involves the 
interaction of risk and time preferences, in the form of intertemporal risk aversion; 
as explained below, this is not the same as atemporal risk aversion.

Sections 2 and 3 provide “helicopter tours” of key issues in theory and experi-
ments that are central to evaluating the literature. Relying on a detailed survey in 
Harrison and Ng (2019), Sect.  4 provides another helicopter tour of descriptive 
behavioral evaluations of insurance. Section  5 begins the real business of closely 
reviewing normative behavioral evaluations of insurance. Section  6 points to the 
deeper methodological issues in behavioral welfare economics that need to be given 
more attention.

The main theme is the tension between “old time welfare economics” and “new 
behavioral economics.” As our theoretical and empirical understanding of behavior 
has become richer and more nuanced, the normative applications of those insights 
have, in general, become “dumb and dumber.” For example, the popularity of 
unconditional nudges presumes a striking hypocrisy: I am paternalistically confident 
that I know what choice is best for you, but I protect myself by claiming that I am a 
“paternalistic liberal” since you have the freedom to do what you want even when I 
know that statistically you will do what I nudge you to do.

A secondary theme is that the truly impressive technical skills on display in 
recent structural models of the welfare effects of insurance policy might easily lead 
a casual reader to think that they are taking the “new behavioral economics” seri-
ously. A close review makes it clear that they do not, as valuable as they are as intel-
lectual base camps for the mountain of scholarship that remains.

A related theme is that the laboratory experiment provides the perfect place to 
test out the way in which we might identify and measure the many behavioral mov-
ing parts of any rigorous welfare evaluation of insurance. As easy as it is to sleight 

1  Behavioral economics is not just the study of anomalies or irrationality.
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such experiments in this age of field experimentation, the numbing absence of deep 
insights into welfare from these field experiments2 should be a clear enough warn-
ing call. Nonetheless, even in the lab, with the “cleanest breakers” we can imagine, 
relatively little has yet been done.

2 � Theory

Insurance is a staple of any classroom discussion of risk attitudes and risk manage-
ment. Indeed, it is often used to immediately explain why we should be interested 
in knowing the risk attitudes of an agent. The very definition of a risk premium, as 
the amount of money one is willing to leave on the table, in expectation, in order to 
remove risk, defines willingness to pay for a full indemnity insurance contract with 
no deductible.

The good news is that the notion of a risk premium is one of the core concepts 
that different theories of risk preferences actually agree on. Expected Utility Theory 
(EUT) posits a psychological pathway in which aversion to variability drives a risk 
preference, where variability can be much more than just variance. Rank-Dependent 
Utility (RDU) posits an additional psychological pathway in which probability opti-
mism or pessimism can augment, positively or negatively, any risk premium due to 
aversion to variability. And Cumulative Prospect Theory (CPT) posits yet another 
psychological pathway on top of these, where sign dependence relative to some ref-
erence point affects risk preferences. All agree on the same risk premium, and sim-
ply decompose it differently.

Important extensions to these basic insights include considerations of downside 
risk aversion that differs from the loss aversion of CPT, and is related to literature on 
“higher order risk preferences;” considerations of “regret” or “disappointment” that 
can arise from insurance decisions and outcomes; and allowance for multiattribute 
risk aversion, across insurance product lines or between foreground and background 
risks.

Theories of time preference range from Exponential discounting to Hyperbolic 
and Quasi-Hyperbolic models. The differences can best be understood by thinking 
of the lender of money as having some cost to not having her money for a time 
period. Exponential discounting assumes a constant variable cost with respect to 
time and no fixed cost; Hyperbolic discounting assumes a declining variable cost 
with respect to time and no fixed cost; and Quasi-Hyperbolic discounting assumes 
a fixed cost and a constant variable cost.3 An alternative approach from psychol-
ogy is to view the perception of time horizon as subjective: if the agent perceives 

2  Support for this sweeping claim can be found in Harrison (2011a, b, 2013, 2014a, b) and Harrison and 
Ng (2019).
3  The Quasi-Hyperbolic model assumes a rather strange fixed cost, a constant percentage of the princi-
pal. One can write down models that assume that the fixed cost is a scalar amount of money, or a scalar 
level of utility.
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time units contracting as the horizon gets longer, declining discount rates will arise. 
Andersen et al. (2014b) review these models, and evidence for them.

The bad news is that virtually all theories of time preference assume an additive 
intertemporal utility function, in which utility over time is a discount factor weighted 
sum of utility for each distinct period. In this respect, the alternative theories behind 
the discount factor tend to agree, and also use an additive intertemporal utility func-
tion. This seemingly technical assumption, however, has dramatic implications for 
behavior: it implies that agents are neutral toward risk over time, even if they are 
averse to risk at a point in time. In words, agents might be atemporally risk averse 
to risk resolved at a point in time, but must then be intertemporally risk neutral to 
risk resolved over time. A nasty corollary is that atemporal risk preferences and 
time preferences are formally “tied at the hip,” in the sense that the intertemporal 
elasticity of substitution must be equal to the inverse of relative risk aversion. This 
corollary sits uncomfortably with intuition and the stylized data one encounters in 
aggregate data, forcing problematic calibrations in macroeconomic models. A sim-
ple resolution of this impasse is to allow nonadditive intertemporal utility functions, 
such that interactions between atemporal risk aversion between time periods matter 
to the agent: see Andersen et al. (2018b) for a review of the theory.

The static theory of subjective beliefs is dominated by Subjective Expected Util-
ity (SEU), which assumes that agents behave as if satisfying the Reduction of Com-
pound Lotteries (ROCL). The effect is that nondegenerate subjective belief distribu-
tions can be replaced by the weighted average belief, and then EUT applied as usual. 
It is noteworthy that SEU does not assume that the subjective belief distributions 
that agents hold satisfy Bayes Rule when updated over time, despite Savage being a 
staunch advocate for each. Bayes Rule is a separate model of (dynamic) risk percep-
tion, which may or may not apply with SEU. Relaxations of ROCL that still assume 
that the agent has a well-defined subjective belief distribution characterize uncer-
tainty, and models of decision-making that do not assume a well-defined subjective 
belief distribution characterize ambiguity: see Harrison (2011b) for an exposition.

3 � Experiments

There are various methods for eliciting and estimating risk preferences, reviewed 
in detail by Harrison and Rutström (2008). Unfortunately some of the methods in 
use have well-known weaknesses and biases. One of the most flexible is to ask the 
agent to make a series of Unordered Binary Choices over risky lotteries, where 
each lottery typically has between 1 and 4 outcomes. This method provides enough 
flexibility to estimate risk preferences at the level of the individual, as illustrated 
in the case of insurance experiments by Harrison and Ng (2016, 2018). For norma-
tive analysis, recognizing the heterogeneity of risk preferences across individuals 
is critical. Moreover, heterogeneity here means much more than the risk premium: 
it also refers to the type of risk preferences. It makes a significant difference for the 
normative evaluation of insurance products if the agent is an EUT or RDU decision-
maker. In general these models will imply different utility functions, and it is the 
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utility function that is used to calculate the certainty equivalent (CE) of insurance 
products.4

There is considerable evidence that laboratory and field samples, at least in devel-
oped countries, consist of roughly 50% best characterized by EUT and 50% best 
characterized by RDU. This classification refers to estimated models at the level of 
the individual: comparable classifications arise if one uses mixture models over data 
that is pooled over individuals, as proposed by Harrison and Rutström (2009). There 
is “never” any evidence for Dual Theory, which proposes the special case of RDU 
in which utility functions are linear, and the entire risk premium derives from prob-
ability weighting.

There is actually very little evidence for CPT in controlled, incentivized experi-
ments. This may come as a shock to some. Harrison and Swarthout (2016) provide 
an extensive literature review, which finds that most reported evidence for “loss 
aversion” is actually evidence for probability weighting. They also report evidence 
of (at least local) asset integration in the laboratory, which is fatal for the empirical 
adequacy of CPT. Harrison and Ross (2017) review further evidence, and consider 
the implications for welfare assessment of the conjecture that the many reported 
“horse race” victories of CPT over EUT were really wins for RDU in disguise, 
where the successes of CPT stemmed from its allowance for probability weighting 
rather than “utility” loss aversion relative to an idiosyncratic reference point.

Another critique of EUT that has arisen in experimental settings is the so-called 
calibration critique popularized by Rabin (2000). This is the concern that “small 
stakes risk aversion,” supposedly common in lab experiments, implies implausibly 
large “high stakes risk aversion” under EUT. This concern has also arisen in the 
behavioral evaluation of insurance deductibles. The point was originally made by 
Hansson (1988), and has been viewed as an indirect rationale for wanting to con-
sider (utility) loss aversion from CPT as playing an important role in decision-mak-
ing over low stakes. However, the general experimental literature on risk aversion 
does not support the theoretical premise of the calibration critique: that premise 
needs to have the same person face small stakes lottery choices over a range of 
wealth levels. An elegant design to implement this test has been proposed by Cox 
and Sadiraj (2008, p. 33), and builds on the ability to vary “lab wealth” for a given 
subject. Evidence from university undergraduates in the U.S. shows that the premise 
is simply false (Harrison et al. 2017a), although evidence from representatives of the 
adult Danish population shows that the premise is valid for the range of lab wealth 
considered (Andersen et al. 2018a). In the latter case, there are alternative assump-
tions about the degree of asset integration between field wealth and lottery prizes 
that allow one to reconcile small stakes risk aversion with plausible high stakes risk 
aversion (Cox and Sadiraj 2006), and these assumptions appear to apply to the Dan-
ish population.

There is much less evidence for “hyperbolicky” discounting than conventionally 
assumed. Prior to Coller and Williams (1999), there were very few experiments that 
provided designs that allowed one to infer monetary discount rates rigorously. This 

4  These claims are illustrated in Sect. 5.3.
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might seem like a simple point, but prior literature typically generated annualized 
discount rates in the hundreds or thousands of percent (and chose not to report them 
as such, for obvious reasons). Another important insight, often neglected completely, 
has been to correct for the effect of diminishing marginal utility on inferences drawn 
from “smaller, sooner” amounts of money and “larger, later” amounts of money 
about utility discount rates. Modest levels of diminishing marginal utility generate 
first-order changes in inferred discount rates (Andersen et  al. 2008). Variations in 
designs allows one to test Exponential discounting against all major alternatives, 
and Exponential discounting clearly characterizes the data best in such settings (e.g., 
Andersen et al. 2014b). Nor is there any evidence for the alleged “magnitude effect,” 
whereby elicited discount rates appeared to be lower for higher stakes (Andersen 
et al. 2013).

The significance of the interaction of time preferences and risk preferences has 
become a key issue recently. Casaburi and Willis (2018) provide striking evidence 
that the temporal nature of (index) insurance contracts may be a factor in low take-
up. They consider a field experiment in which premium payments were deferred to 
the time of harvest, rather than months prior, and find significant increases in take-
up. Using a model that assumes intertemporal risk neutrality, by assuming additive 
intertemporal utility, they suggest that liquidity constraints play the most likely role 
in explaining the change in behavior. Allowing for intertemporal risk aversion, how-
ever, provides a simple, conventional explanation for these findings: see Andersen 
et al. (2018b) for evidence from the Danish population. Explicit recognition of the 
temporal nature of the insurance contract is a major insight, with many potential 
behavioral implications.

There have been important advances in the manner in which subjective beliefs 
can be elicited. One strand of literature concerns the estimation of subjective prob-
abilities over binary events, using incentivized scoring rules and corrections for the 
effect of risk aversion on reports (Andersen et al. 2014a). Many losses in insurance 
are well characterized as binary events. Another strand tackles the more challenging 
problem of inferring whole subjective belief distributions for continuous or nonbi-
nary events (Harrison et al. 2017b). In the latter case, one can directly make state-
ments about the level of “confidence” that individuals have in their beliefs. Many 
loss distributions in insurance are real-valued or take on more than two discrete 
outcomes. The application of these methods has not been widespread in behav-
ioral insurance as yet. One implication is that many studies are forced to assume 
that agents have subjective probabilities that magically match actuarial claim rates, 
which is palpably tenuous. We return to this identification gap later.5

5  This is also one reason to be wary of claims to measure risk preferences by responses to surveys about 
participation in “risky activities” such as smoking, drinking, use of seat belts, and having higher job risk. 
The link between these activities and risk is clear enough, but identification of risk preferences from 
these summary measures of “risk tolerance” is complicated by numerous confounds (e.g., knowledge of 
the ease of quitting when starting to smoke, compensating wage differentials for job risk). Cutler et al. 
(2008) correlate such survey responses with insurance purchases, and ex post insurance utilization, and 
draw strong conclusions about different alleged patterns of adverse selection across different insurance 
markets. Surely we can do better than these correlations.
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Finally, the issue of hypothetical bias. There is ample evidence, across a wide 
range of choice tasks, that hypothetical bias exists and affects inferences: see Harri-
son (2005, 2014c) and Harrison and Rutström (2006) for general reviews, and Laury 
et  al. (2009) and Jaspersen (2016) for reviews specific to insurance applications.6 
This is a debate for another time and place, if at all.

4 � Descriptive behavioral models

Underlying all normative behavioral models is some descriptive behavioral model. 
To finally set the stage, we need to quickly review some of the main themes of 
recent literature.

4.1 � Inferences from observational data

Cohen and Einav (2007) examine a rich dataset of choices over menus of deducti-
bles and premium payments for auto insurance that varied across individuals. They 
know the premium offered, but do not know the subjective perception of the risk 
of a claim, or the risk that the claim will be paid in full. To proxy the latter, they 
assume that individuals have accurate point estimates of the true distribution, a ten-
uous assumption even for experienced drivers. Moreover, they must assume EUT, 
since they have no way to identify non-EUT models of risk preferences, and hence 
the calibration implications of such preferences. Certain non-EUT models of risk 
preferences, such as RDU, have been shown to dramatically affect the valuation 
of insurance when calibrated to estimates from real choices in the field (Hansen 
et al. (2016). This identifying assumption, that individuals know the actuarial loss 
rates and claim values, turns out to play a critical role in most of the observational 
literature.7

The same confounding issue arises in the evaluation by Sydnor (2010) of choices 
over deductibles on home insurance. By choosing lower deductibles the individual 
is paying a lower, certain premium, in return for a risky return given by the claim 
rate, and the subjective perception of how often the individual expects to make a 
claim in the next year. Since these are lower deductibles, there is no risk attached to 
the amount that is saved by the lower deductible per se, but lower deductibles mean 
that the individual accepts more risk, so risk preferences must still play a role in this 
decision even under EUT. Moreover, it is easy to imagine an RDU agent viewing the 

6  Having surveyed this topic for decades now, I have reached the point of commenting in seminars that 
someone that claims that there is no evidence of hypothetical bias must be ignorant of the literature or 
knowingly dissembling. Recent claims to have hypothetical survey instruments that are “calibrated” to 
provide reliable measures of incentive-compatible risk preferences are questionable, even if the concept 
of calibration for hypothetical bias is a sensible one in general [e.g., Blackburn et al. (1994)] and in need 
of a formal Bayesian makeover.
7  Indeed, in a survey, Ericson and Sydnor (2017, p. 54) correctly note that “When economists analyze 
health insurance markets, they typically assume that people are aware of the distribution of their possible 
medical bills for the year and choose their health plan with that information in mind.”
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actual claims rate “optimistically” enough to justify these deductibles.8 Again, noth-
ing in these data allow one to identify the parameters of the simplest RDU model.

Barseghyan et al.’s (2013) review is an important advance in the analysis of insur-
ance deductible choice. They exploit the fact that the decision-makers in their sam-
ple had a choice from multiple deductibles, and recognize that this allows them to 
identify the role of diminishing marginal utility and probability weighting, since 
these two channels for a risk premium have different implications at different deduct-
ible levels. They also explicitly acknowledge that what they call probability weight-
ing might also be simply subjective risk perceptions that differ from the true claims 
rate, noting that their analysis “does not enable us to say whether households are 
engaging in probability weighting per se or whether their subjective beliefs about 
risk simply do not correspond to the objective probabilities.” (p. 2527).

Their striking result is that probability overweighting with respect to claims is, 
along with diminishing marginal utility, a central determinant of the risk preferences 
of these deductible choices. They use semi-parametric methods to infer the prob-
ability weighting function. Although such methods have some obvious attractions, 
they can lead to a priori implausible results, such as the massive jump discontinuity 
from the infamous probability weighting function sketch of Kahneman and Tversky 
(1979, Fig. 4, p. 283): claims rates of zero imply weighted claims rates of 6.5%, with 
95% confidence intervals spanning 6% and 10% (Fig. 1). They also estimate CRRA 
coefficients of 0.37 or 0.21 over different specifications (p. 2524).

4.2 � Inferences from experimental data

There is a long literature in experimental economics examining behavior toward 
insurance products, reviewed in detail by Harrison and Ng (2019). Here we focus on 
applications that have clear implications for the normative behavioral evaluation of 
insurance, revisited in Sect. 5.3.

Harrison and Ng (2016) conducted lab experiments with full indemnity con-
tracts defined over losses from an endowment, with known loss probabilities and 
no deductibles. Using a battery of binary choices, they estimate risk preferences for 
each subject, and classify subjects as EUT or RDU.9 They also estimate parameters 

8  For example, a typical choice from the sample was to pay $100 to get a $500 reduction in the deducti-
ble (p. 182). The actual claims rate was 0.042 in this case, at least for the claims that resulted in a payout. 
An RDU decision-maker with a power probability weighting function π(p) = pγ would only need γ = 0.5 
to have a weighted probability and decision weight of 0.205, exceeding the 0.2 needed to justify the pur-
chase. And it is reasonable to expect that some households might perceive the true probability as higher 
than 0.042, requiring even less optimism (at least with respect to the return on the insurance contract, as 
distinct from the underlying loss) to justify the purchase. The estimated probability weighting function of 
Barseghyan et al. (2013; Figs. 2 or 4), for comparable choices by samples from comparable populations, 
implies a weighted probability of roughly 0.11 if one uses the actual claims rate of 0.042. Of course, this 
is still a violation of EUT, which is the general point being made by Sydnor (2010).
9  Since EUT is nested in RDU, if one was to use log-likelihood levels alone for the classification every 
subject would be RDU. Instead, they take the view that EUT is the natural null hypothesis, and some-
one is classified as RDU only if there is statistically significant evidence (at the 5% level) of probability 
weighting.
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for structural models of risk preferences, which play a key role in their normative 
analysis, described later. After the risk aversion choices, subjects make a series of 
binary choices to purchase insurance or not. Since insurance contracts vary with 
respect to premia, loss probabilities and loss amounts, they could directly evaluate 
the extent to which the demand for insurance varies with these “actuarial” character-
istics of the contract.

The same design is extended by Harrison and Ng (2018) to consider nonperform-
ance risk. This risk is modeled, theoretically and in the experiments, as an extra 
probability that a loss will actually be approved by the implied insurance company. 
Nonperformance risk was modeled as one probability, reflecting both solvency prob-
ability and repayment percentage if insolvent. In this manner, one can look at the 
realistic cases of complete insolvency or “pennies on the dollar” insolvency. The key 
conceptual issue raised by nonperformance risk is the extent to which individuals 
process compound risks the same way that they process simple risks. Hence their 
risk battery included lotteries from Harrison et  al. (2015) to identify consistency 
with the ROCL axiom. Those tests of ROCL are simple to implement, and yield 
a data-based measure of ROCL consistency.10 Focusing solely on their descriptive 
finding, they show that the usual actuarial characteristics, particularly premium lev-
els and loss probabilities, play an important role determining take-up. They also find 
that the fraction of repayment had the expected effect on take-up, although the fact 
of solvency did not. The count of ROCL violations, which varied from subject to 
subject, had no significant effect on take-up. Of course, take-up is not welfare: we 
return to those normative inferences below.

5 � Normative behavioral models

5.1 � Early insights

Feldstein (1973) proposed that, on average, U.S. households carried too much health 
insurance. Armed with estimates of a representative measure of risk aversion, a 
price elasticity of demand for health care, the (gross) price change induced by lower 
insurance coverage, and the decrease in health care quality induced by lower insur-
ance coverage, he estimated that the CE of the EU loss from reduced insurance cov-
erage would be more than offset by the gain from reduced purchases of lower-priced 
health care.11

10  Subjects are given a series of binary choices between some simple lottery and a compound lottery, 
and then later or earlier given choices between the same simple lottery and the actuarially equivalent 
simple lottery to the original compound lottery. One then just counts the number of choices in these pairs 
that are the same.
11  Feldman and Dowd (1991) updated these calculations with later, improved estimates of the moving 
behavioral parts. They also corrected the estimates of deadweight loss from Manning et al. (1987), which 
did not include the CE of the EU loss from reduced insurance. Friedman (1974) estimated risk pref-
erences from health plan choices of Federal employees in the U.S., simulating claim probabilities and 
amounts and assuming that individuals responded to those parameters under EUT.
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Townsend (1994) initiated a major stream of research by examining the response 
of household consumption to income shocks. Examining data from villages in rural 
India, he found that “household consumptions are not much influenced by contem-
poraneous own income, sickness, unemployment, or other idiosyncratic shocks, con-
trolling for village consumption (i.e. for village level risk)” (p. 539).12 Under certain, 
strong assumptions, evidence that consumption remains “stable” over time in rela-
tion to relative volatility of income indicates that there is likely to be small welfare 
gains, if any, from “social insurance” schemes.13 Indeed, Chetty and Looney (2006, 
p. 2352) note, with citations, that “the presumption that consumption fluctuations 
give a measure of the welfare costs of risks, and therefore the value of additional 
insurance, remains prevalent.” The subsequent literature on full or partial insurance, 
inferred from such correlations, continues. For example, Blundell et al. (2008) con-
clude from the U.S. data that there is “some partial insurance of permanent shocks, 
especially for the college educated and those nearing retirement [and that there is] 
full insurance of transitory shocks except among poor households.” (p. 1887).

However, Baily (1978) had much earlier identified an important tradeoff between 
the factors causing benefits from consumption smoothing (higher risk aversion) and 
the factors causing costs of smoothing consumption in the design of optimal unem-
ployment insurance. Focus on the latter: in a world of complete and perfect markets, 
these costs are low. Absent these imaginary markets, it is often presumed that pri-
vate or informal insurance mechanisms at the individual, household, village, state 
or national level somehow act as if providing “full insurance” against consumption 
variability. Or in the debate over the roles of social versus private insurance, that 
private insurance serves to do what social insurance proposes doing. However, the 
logic proposed by Baily (1978) implied that evidence of consumption smoothing in 
Townsend (1994) might be evidence of extremely high risk aversion and inefficient 
risk management options: as long as the demand for risk reduction is high enough, 
even wasteful risk management schemes will be tolerated. A review of the vignettes 
from the Portfolios of the Poor financial diaries, by Collins et al. (2009), tells of the 
myriad, costly risk management schemes needed to understand “how the world’s 
poor lives on $2 a day.” Chetty (2006) and Chetty and Looney (2006) show precisely 

12  This conclusion was qualified in some villages for those that did not own land.
13  Because of the influence of this approach, it is worth noting the explicit methodological position 
that motivated it. Townsend (1994) was well aware of the long list of mechanisms and institutions that 
might provide informal insurance, noting family transfers among villages, informal credit markets, plot 
and crop diversification, and animal sales. And rigorously documenting this type of long list has occu-
pied him in later work in rural Thailand: see Samphantharak and Townsend (2010). However, Townsend 
(1994, p. 540) argues that “in studying one market or institution only, the researcher may miss smoothing 
possibilities provided by another. For example, transfers may be small or missing, but this may not leave 
the family vulnerable if credit markets function well. [Hence this study] presents a general equilibrium 
framework which overcomes the problem of looking at risk-sharing markets or institutions one at a time. 
Specifically, the general equilibrium model inevitably leads the researcher to focus on outcomes, namely, 
consumption and labor supply, so that all actual institutions of any kind are jointly evaluated.” One con-
cern with this position is that a general equilibrium structure is used to generate “reduced form” results 
which are then empirically evaluated, without being able to go back and verify the structure.
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how this logic applies to understand the identification issues that plague the conclu-
sions from Townsend (1994).

5.2 � Inferences from observational studies, natural experiments, and surveys

Einav et al. (2010b) develop a structural empirical model of the demand for annui-
ties in the United Kingdom between 1988 and 1994 for which the annuitant was still 
alive at the start of 1998. Data on gender, age at annuitization, and age at death if 
prior to 2006, is observed, as well as the level of annuitization and the choice of a 0, 
5 or 10-year guarantee. Annuitization itself is compulsory for most of the accumu-
lated balances from tax-preferred, defined-contribution pension payments. Annuity 
payment rates decline with longer guarantee periods (Table II, p. 1039) and this pat-
tern was held constant over the period of annuitizations.

A key issue for the effects of adverse selection on welfare evaluation is whether 
there is any private idiosyncratic information that individuals have when they decide 
on the length of guarantee. Subjective beliefs about longevity, conditional on reach-
ing the age at which this decision is made, are what is relevant for ex ante welfare 
evaluation. However, ex post mortality rates can provide some partial indicator of 
the potential extent of the problem. Over all 9364 annuitants, 10%, 87%, and 3% 
chose the 0-year, 5-year, and 10-year guarantee, respectively (Table I, p. 1037). Con-
ditional on choosing the 0, 5, or 10 year guarantee, mortality rates were 16%, 21%, 
or 19%, respectively. Across the three contracts to choose from, the mortality rates 
were 20%, so 1-in-5 received the ex post benefit of the guarantee. Of course, this can 
only be one piece of the puzzle: subjective beliefs about these mortality rates, even 
if they are assumed to match the realized rates, do not tell us subjective beliefs about 
longevity beyond the guarantee period.

Heroic assumptions are needed to generate welfare estimates of alternative pol-
icies for individuals. This is not a criticism, just a recognition that if one is to go 
beyond the qualitative identification of the existence of adverse selection or moral 
hazard in insurance purchases and quantify their importance, one must let theory, 
parametric structure and assumptions play a central role. In this case, the empiri-
cal model assumed EUT decision-makers, Exponential discount rates, and additive 
intertemporal utility functions (p. 1041): these assumptions rule out the behavioral 
alternatives reviewed earlier in Sect. 2, which could be important for some individu-
als. In addition, and a common assumption when working with observational data, 
individuals are assumed to know the relevant risks that are being insured, in this case 
their own longevity risk (p. 1042). Furthermore, the same CRRA utility function over 
consumption applies to all individuals, and with one caveat the same CRRA utility 
function used for consumption applies to all individuals with respect to the utility 
of bequests at death (p. 1043).14 Values for RRA and the discount rate are assumed, 
not estimated. In fact, RRA is set to 3, and the discount rate is set to 4.3% p.a. on the 

14  The caveat is that individuals have a multiplicative weight that they put on the latter argument of util-
ity, interpreted as “the relative weight that individual i puts on wealth when dead relative to consumption 
when alive” (p. 1043).
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basis of a real interest rate at the beginning of 1992. In addition, since annuitization 
rates are in nominal currency units, they have to assume an expected annual infla-
tion rate of 5% to infer the real annuity payout stream that individuals are choosing 
over.15 Although there are several references to “estimates of the joint distribution of 
risk and preferences” (e.g., p. 1082), there is no sense at all in which risk preferences 
toward consumption variability or bequest risk are estimated, let alone time prefer-
ences, let alone any interaction between risk and time preferences.

Some of these heroic assumptions are treated as being relatively unimportant. 
Perhaps the most important for this insurance contract is longevity risk, as noted ear-
lier. Einav et al. (2010b, p. 1079) claim that, “Throughout we made a strong assump-
tion that individuals have perfect information about their actual mortality rate […]. 
This is consistent with empirical evidence that individuals’ perceptions about their 
mortality probabilities covary in sensible ways with known risk factors, such as age, 
gender, smoking, and health status […] Of course, such work does not preclude the 
possibility that individuals also make some form of error in forecasting their mortal-
ity.” In fact, there is evidence that individuals, as well as epidemiologists and actuar-
ies, struggle with forecasts of longevity risk (Elder 2013). Figure 1 displays results 
of an incentivized subjective belief elicitation of longevity risk from 120 graduate 
students in England, reported in detail in Di Girolamo et al. (2015). The question 
asked was, “Based on 2010 National Statistics, if a man lived to be 20 in the United 

Fig. 1   Elicited beliefs for remaining lifetime. Correct answer is 59.1 years for men and 62.9 years for 
women

15  Hansen et al. (2016) illustrate how one can combine estimates of key behavioral parameters such as 
these, from field experiments with representative populations, and insurance data from the same popula-
tion.
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Kingdom, how many more years would he expect to live? Note that this is not the 
age he would die at, but how many more years he would expect to live”; the obvious 
variant for longevity risk of women was also asked. Although respondents correctly 
perceived the gender differential in favor of women, there is considerable impreci-
sion in these pooled beliefs, and significant heterogeneity in beliefs at the individual 
level. 

The grand utility function over consumption flows while alive, and bequest 
motives when dead, is also assumed to be additive in these two components, quite 
apart from the additivity of the former over remaining time periods of life. Infla-
tion risk is also assumed away (footnote 11, p. 1050). The point of mentioning all 
of these factors is that tradeoffs between these many risks are ruled out by additive 
structures. The implications for behavior toward retirement planning, and related 
life-cycle decisions, of allowing tradeoffs between risk preferences and longev-
ity risk in intertemporal settings has been extensively explored by Bommier (2006, 
2010, 2013) and Bommier and Rochet (2006).

Welfare results are provided to show the effect of the existing annuity scheme in 
comparison to a scheme in which annuitization rates could be adjusted to the mor-
tality risks of annuitants so as to offset the immediate effects of adverse selection 
on those risks, and in comparison to mandating 0, 5, or 10  year guarantees. One 
important methodological innovation is to consider welfare gains in relation to the 
“maximum money at stake” in their decisions, defined as the smallest amount of 
money needed to compensate the annuitant for receiving their least-preferred con-
tract.16 They find that the welfare gain is greatest for the risk-adjusted contracts that 
offset adverse selection and for a mandated 10-year guarantee. However, they stress 
the strong assumptions needed to draw these conclusions, and emphasize that their 
“results highlight the practical difficulties involved in trying to design mandates to 
achieve social welfare gains.” (p. 1069). Even with calibrated risk preferences and 
time preferences, rather than estimates, their results do show that “the welfare-max-
imizing choice for a mandated contract would not be apparent to the government 
without knowledge of the joint distribution of risk and preferences.” (p. 1082). Since 
there is no heterogeneity allowed in terms of risk preferences, time preferences, or 
subjective perception of longevity risk, the informational challenge to the design of 
welfare-improving policies is even steeper.17

Einav et al. (2010a) apply a “sufficient statistics” approach to measure changes 
in social welfare from insurance.18 The approach rests on assuming that (naive) 
revealed preference applies (p. 879), so that the demand curves for insurance 
products are “sufficient statistics” for willingness to pay for the product. It is also 
solely directed at social welfare, with no basis for making any inferences about the 

16  In this setting, “money” is correctly defined in terms of a Wealth Equivalent (p. 1060), which is the 
appropriate analogue of the CE of a standard lottery.
17  In addition, annuity markets are one of the few insurance markets where moral hazard issues can be 
assumed to be less important. Hence, the methods employed here would need to attend to those issues in 
general.
18  Chetty (2009) provides an excellent exposition of this general approach.
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distribution of welfare gains (let alone gains and losses) among the population. 
Finally, it is limited to evaluating the welfare effects of changes in the pricing of 
existing contracts (p. 878).

Bundorf et al. (2012) undertake welfare calculations of the effects of self-selec-
tion of health insurance plans by employees, particularly when uniform contribution 
policies enforce the same price per plan for employees within a firm. Their policy 
interest is the use of “risk scoring” algorithms to allow for risk-adjusted contribu-
tions in a counterfactual in which individuals are risk-classified. These are important 
questions to ask, and to try to answer. A severe limitation of the analysis, however, 
is that risk preferences do not play any important role. Indeed, the expression “risk 
aversion” does not get a mention until §V, in an afterthought, and there one finds a 
single, assumed CARA value for all individuals. To be sure, this afterthought calcu-
lation is intended to show that making some allowance for risk aversion with respect 
to “reclassification risk” does not offset the efficiency gain of allowing reclassifica-
tion. However, reclassification risk, in the sense used here and even assuming EUT, 
is not the core risk preference that needs to be accounted for with respect to the indi-
vidual welfare gain from insurance.

That “core” risk preference comes in the utility functional used to evaluate the 
product by consumers. In the formal specification, Bundorf et  al. (2012, p. 3225) 
adopt a money-metric utility function.19 Household utility depends additively on 
plan characteristics, plan contributions, demographics, household health risk, and 
“an idiosyncratic preference” term. The household health risk comes from a com-
mercial simulation model and algorithm that uses rich data for the individual, akin 
to how an actuary might calculate the risks. Whatever their actuarial merits for pric-
ing and reserving calculations, these are not, of course, the subjective health risk 
perceptions of households. The “idiosyncratic preference” term, where one might 
hope to have heterogenous risk preferences considered, is a nuisance parameter, lit-
erally, whose potential endogeneity problems are handled by instruments (p. 3229).

The deeper problems with this approach for welfare analysis stem from the use of 
money-metric utility, building on the general approach of Small and Rosen (1981). 
In effect, one is approximating the area to the left of compensated demand curves, 
with approximation risks that are now well known.20 Hence, from a behavioral wel-
fare perspective, one is assuming naive revealed preference to generate the estimates 

19  This defines the minimum income needed at fixed, reference plan attributes and individual charac-
teristics to pay for an insurance bundle that is at least as good as the one that is consumed. For those 
reference attributes and characteristics, this is a particular normalization of the household’s ordinal utility 
function.
20  Important results on the implications of unobserved heterogeneity of demand on inferences about 
average welfare effects of price changes are provided by Hausman and Newey (2016). They stress the 
difficulty of precise identification, and develop a bounds approach. And this is still just for inferences 
about the average welfare effect, not the full distribution. A deeper issue is the normative status of the 
demand curve for an insurance product. This issue was at the heart of the debate between Pauly (1968) 
and Arrow (1968), with them agreeing that interactions between the insurance contract and the demand 
for the asset or services being insured invalidates direct inferences about welfare. Newhouse (2015) pro-
vides a cautionary reminder of the complications that this insight has for normative inferences from data 
drawn from social experiments on health insurance (let alone nonexperimental, observational data).
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of CS; this is fine, as long as we know what is happening beneath the details. To 
summarize a long and important technical literature, money-metric utility functions 
are wonderful devices to descriptively model demand curves, but severely problem-
atic when it comes to doing welfare analysis. One immediate point is that all evalu-
ations of welfare must be undertaken for very small perturbations in plan attributes 
and household characteristics. Referring to traditional applications with a reference 
price vector, rather than a vector of attributes and characteristics, Blackorby and 
Donaldson (1988, p. 128) warn that

small changes in the reference price vector may yield large changes in opti-
mal solutions. Since reference price vectors are typically picked by the analyst 
in an ethically arbitary and mechanical way, ethically acceptable social judg-
ments are not guaranteed.

More generally, after a long exegesis of the manner in which money-metric util-
ity helps free descriptive demand analysis from all cardinality of utility, Samuelson 
(1974, p. 1266) sharply concludes:

Whatever the merits of the money-metric utility concept developed here, a 
warning must be given against its misuse. Since money can be added across 
people, those obsessed by Pareto optimality in welfare economics as against 
interpersonal equity may feel tempted to add money-metric utilities across 
people and think that there is ethical warrant for maximizing the resulting 
sum. That would be an illogical perversion, and any such temptation should be 
resisted. [footnotes omitted]

Similar warnings appear in Slesnick (1998, p. 2141) and Blundell et al. (1994).
Handel and Kolstad (2015) seek to tell a story about the role played by “risk pref-

erences” and the role played by “information frictions” in determining the demand 
for health insurance products. They also seek to tell a story about the welfare impli-
cations of the inclusion of “information frictions.” I use the expression “seek to tell 
a story” to be clear that this is academic rhetoric, for the purpose of shifting discus-
sion away from just assuming that “risk preferences” alone explain insurance behav-
ior.21 Others might not see this type of rhetoric as the right way to model behavior, 
but that position neglects any appreciation of the paucity of data with which to draw 
inferences in the field.

Handel and Kolstad (2015) start with a rich administrative dataset in which indi-
viduals with certain demographic characteristics had to choose between two health 
insurance plans. One plan, the Preferred Provider Option (PPO), provides “compre-
hensive risk protection” (p. 2451); the other plan, a High Deductible Health Plan 
(HDHP), provided access to “the same medical providers and treatments as the 

21  They reference (p. 2450) Cohen and Einav (2007) and Bundorf et  al. (2012) as conducting welfare 
analysis of health insurance plans in which they use “observed choices to identify risk preferences.” In 
fact, risk preferences are not identified by Bundorf et  al. (2012), as explained earlier. And Cohen and 
Einav (2007) undertake no welfare analysis. Similarly, Einav et al. (2010a, p. 878) claim that Einav et al. 
(2010b) and Bundorf et al. (2012) “recover the underlying (privately known) information about risk and 
preferences.” Neither of these claims are true.
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PPO, lower relative upfront premiums, and larger relative risk exposure.” (p. 2451). 
In addition to the administrative data, for a significant subsample of the popula-
tion, they also had a linked survey of beliefs about these plans. The intuition of their 
results can be seen by one example (p. 2451): if individuals incorrectly believed that 
the PPO provided greater medical access to providers and treatments (20% of the 
sample), or were not sure about that (30%), they were more likely to choose the 
PPO than individuals that knew that the plans provided the same access. Call these 
subjective beliefs about some core attributes of the products. Given these subjective 
beliefs, apply SEU to these choices, and what we see is just a better apple or a less 
risky apple being selected over a poor apple. The first 20% subjectively perceive a 
more useful product, and the second 30% subjectively perceive a less risky product.

The first formal step in the analysis is just to recover risk preferences from 
observed choices between the PPO and HDHP. In this case, the model assumes 
EUT, and critically assumes that individuals know the actuarial probabilities of 
receiving benefits from each insurance plan. Intuitively, think of the PPO as the safe 
lottery and the HDHP as the risky lottery.22 To borrow an expression, the resulting 
estimates of risk aversion are “just wild and crazy guys,” to be laughed at because 
they are so high (p. 2452). Of course, we know from RDU models of risk prefer-
ences that this might actually be a combination of (very) pessimistic beliefs about 
receiving the benefits of the HDHP and a (modestly) concave utility function.23 And 
we know that 50% of the subjects confessed, albeit in a hypothetical survey, to enter-
taining just such pessimistic beliefs. This is also just another story. The point is that 
the available data is unable to differentiate them, hence we cannot claim to have 
identified risk preferences without accepting the maintained assumption of EUT for 
all individuals, and where EUT assumes prescient knowledge of the actuarial risks 
of what are clearly compound subjective lotteries.

The second formal step in the analysis is to correctly recognize (p. 2455ff.) that 
modern health insurance plans have many attributes that differentiate them. We are 
not in a world, at least for these product lines, of just trading off lower deductibles 
for higher premia. In the absence of these “nonfinancial attributes,” the utility func-
tion has, as an argument, Wk − Pkj − si where Wk is wealth for household k, Pkj is the 
premium that household k faces for insurance plan j, and si is the out-of-pocket pay-
ments for some sad event i. Then there is some actuarial probability mass function, 
let us assume, defined over the si, and that depends on the household k and plan j 
in question. Now consider the effect of “nonfinancial attributes,” such as “the net-
work of physicians and hospitals available, the time and hassle costs associated with 

22  The effort to construct these actuarial probabilities (p. 2480) is impressive. It uses ex post information 
to predict the utilization of four types of health expenditure in the coming year, and then ex post data on 
the costs of each of these expenditure types to predict spending distributions. One could use these objec-
tive calculations as the basis for eliciting subjective probability distributions with incentive-compatible 
experiments, which is what we need to estimate an SEU model of insurance choice.
23  This reference to RDU is to make the simple point about alternatives to EUT, and not to say that RDU 
decision weights are subjective probabilities, although some do adopt that interpretation. It is possible to 
apply RDU to subjective probabilities, in appropriately identified settings: see Andersen et al. (2014a). 
Hence one could actually have pessimistic subjective probabilities as well as some probability weighting.
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dealing with claims, and the tax benefits of linked financial accounts.” (p. 2455). 
For short, call this BLOBj for plan j, recognizing that BLOB has potentially many 
arguments reflecting a vector of perceived attributes.24 The argument of the utility 
function then becomes Wk − Pkj − si + BLOBj. This specification is at the heart of the 
analysis.

There are two problems with this way of handling “nonattribute frictions.” The 
first problem was alluded to earlier: many of these attributes might just be naturally 
subsumed into the subjective probability mass function, rather than being added as 
arguments to the utility function. Indeed, one might plausibly make a case that they 
could be added to the objective probability mass function reflecting compound risks, 
and in turn we would plausibly allow different households to hold different subjec-
tive perceptions of these risks. In any event, it is immediately apparent that this 
alternative would lead to very different estimates of “risk preferences.” The second 
problem is that they are included in an additive manner. This implies that they are 
known quantities if one knows the household k and plan j, so they are not themselves 
risky.25 This also implies that even if they were assumed to be risky, they cannot 
tradeoff with other “financial risks.” The literature on multiattribute risk aversion 
shows that additive utility functions defined over risky attributes exhibits multiat-
tribute risk neutrality: see Andersen et  al. (2018b) and Gangadharan et  al. (2019) 
for discussion and applications. The general point is that we are talking about “risk 
preferences” here, albeit in the form of an exciting cocktail of multiattribute risk 
preferences, but just risk preferences nonetheless.26

The modeling upshot is that I am suggesting a different “story” here, and there 
is no possible way for these data, as rich as they are in comparison to most obser-
vational datasets, to tell them apart. However, this story has very different implica-
tions for how one does welfare evaluations. The exercise undertaken by Handel and 
Kolstad (2015) is to assume their structural model is valid and to counterfactually 
eliminate the PPO plan, the “safe” lottery choice here.

Handel (2013) exploits a natural experiment where a large firm changed health 
insurance options from an active choice mode to a passive mode in which the previ-
ously selected choice was the default choice in later years unless action was taken. 
This change allowed inferences about the role of “inertia” in insurance plan choice. 
The behavior of new employees, who needed to make an active choice when previous 
employees were faced with passive choices, provides intuition for the significance of 
inertia, assuming comparability of other characteristics between the two employee 
groups. In addition, some passive employees faced dominated choices over time as 

24  Indeed, BLOB could be viewed as a nested utility function defined over these attributes, as proposed 
in footnote 12 (p. 2456) and in the empirical model. In the empirical model (p. 2475), these attributes are 
all treated as binary, and included additively.
25  The only stochastic aspects of these attributes (p. 2456) is that they are observed with error by the 
researcher, reflecting unobserved but deterministic heterogeneity.
26  Handel and Kolstad (2015, p. 2452) include “inertia” in their structural model, and comment that 
“incorporating inertia into the model matters a lot for risk preference estimates.” They refer here to atem-
poral risk preferences. The deeper implications for risk preferences, having to do with intertemporal risk 
preferences, is discussed below with reference to Handel (2013), where “inertia” is the main story.
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insurance parameters changed, and their sluggishness in the face of these incentives 
provides indicators of inertia. Risk preferences are assumed to be distributed ran-
domly over the population sampled, and be consistent with EUT. Individuals know 
their own risk preferences, but this is unobserved by the analyst. This might cause 
identification problems if the “nonfinancial attributes,” to use the expression of Han-
del and Kolstad (2015), also varied across all plan choices, but three PPO plans had 
no differences in these attributes: hence their variations in “financial attributes,” such 
as deductible, coinsurance, and out-of-pocket maxima, could be used to identify risk 
preferences.27 In keeping with other observational studies, the distribution of claims 
was simulated using sophisticated models akin to how an actuary would undertake 
the task, and individuals were assumed to know the risks they faced exactly.

Since the focus is on “inertia” over time, an important behavioral omission is the 
implicit assuming that individuals are intertemporally risk neutral. Hence, whatever 
the implied atemporal risk aversion from the random coefficient estimation, individ-
uals are unable to exhibit inertia in choices due to intertemporal risk aversion. This 
is quite separate from the assumption that “consumers are myopic and do not make 
dynamic decisions whereby current choices would take into account inertia in future 
periods” (p. 2662). That assumption has to do with sophistication with respect to the 
effect of current consumption on future consumption, akin to “rational addiction” 
models. Intertemporal risk aversion is just a taste for not having variability in claims 
risks over time, and that is met simply by choosing the same plan year over year. Just 
as one is willing to pay a risk premium in terms of expected value to reduce atem-
poral risk aversion, the willingness to put up with lower expected value plans can be 
seen as a risk premium to reduce intertemporal risk aversion. This has fundamental 
implications for the resulting welfare analysis (pp. 2669–2679). The story here is 
that “consumers enroll in suboptimal health plans over time, from their perspective, 
because of inertia. After initially making informed decisions, consumers don’t per-
fectly adjust their choices over time in response to changes to the market environ-
ment (e.g., prices) and their own health statuses” (p. 2669). Another story, equally 
consistent with the observed choices and EUT, is that consumers have a preference 
for avoiding intertemporal risk in the health plan lotteries they choose.

Loewenstein et al. (2013) report the results of hypothetical surveys to evaluate if 
individuals understand the health insurance products they are being asked to pur-
chase.28 One survey asked about some basic insurance concepts (deductible, copay, 
coinsurance, and out-of-pocket maximum), and then presented a standard, com-
mercial health insurance contract with all of these concepts in play and asked some 
questions about what the contract entailed. Accepting the methods to measure insur-
ance literacy for the moment,29 the conclusion is that there is “strong evidence that 

27  Again, the presumption is that individuals do not subjectively believe that these attributes differ across 
these PPO plans.
28  Ericson and Sydnor (2017, p. 58ff.) review the broader literature on “confusion” in health insurance 
choice.
29  Some of the questions are not ideal measures of literacy in this domain, reflecting poor survey design 
for the inferences intended. For example, the questions about the concept of deductibles has multiple-
choice answers (p. 853) to the question “Which of the following best describes a Deductible?”, and 
responses are coded as “true or false.” Two of the responses are clearly false, one is “I’m not sure,” and 
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consumers do not understand traditional plans” (p. 850). So how do we evaluate 
this? We are told that “limited understanding is likely to lead to suboptimal deci-
sions,” (p. 852), but how do we know? If someone responds to a survey question 
“I’m not sure,” that is a plausible signal for someone that is likely to seek a cogni-
tive scaffold prior to making an actual decision (e.g., check the internet, check with 
an expert, or just check with a friend).30 Access to a scaffold does not ensure an 
optimal decision, but the response is at least flagging some lack of confidence in the 
answer, and that surely has some implications for behavior beyond just assuming a 
priori that someone will pick at random or in systematic error.

Loewenstein et  al. (2013) do flag two further ways in which understanding, or 
literacy as it should be termed, might affect individual welfare. One is whether indi-
viduals choose health insurance policies that minimize their expected costs. This is a 
problematic metric, hinted at with the comment that “while cost minimization is not 
necessarily equivalent to utility maximization, it is a useful benchmark.” (p. 852). 
A more accurate statement would be that “cost minimization is not equivalent to 
expected utility maximization, or even maximization of some other interesting util-
ity function, and is not a useful benchmark.” We simply have to minimally attend 
to risk preferences, time preferences, and subjective beliefs before we start making 
claims about individual welfare. The second way in which literacy failings might 
impact individual welfare is to see if a “lack of understanding was correlated with 
their insurance choices,” as in Handel and Kolstad (2015). In the absence of more 
nuanced evaluations of these choices, in terms of preferences and beliefs, such cor-
relations mean little.

Bhargava et al. (2017) study a remarkable dataset from a company that offered 
employees a menu of 48 health insurance plans that differed solely in terms of 
“financial attributes.” In particular, there are blocks of four plans that literally dif-
fered solely in terms of the deductible and the premium. In one case, Plan A (p. 
1329), an increase of $1204 = $2134 − $930 in the premium was accompanied by a 
reduction of $650 = $1000 − $350 in the deductible, and this difference was repre-
sentative across other plans. Roughly 55% of employees selected a dominated plan, 
after allowance for after-tax adjustments. Average medical expenditures were $3567 
(p. 1336) and those that chose dominated plans “could have saved an average of 
$352 with little risk of losing money” (p. 1339). In nominal cost terms, this is just 
under a 10% savings compared to expenditures.

30  Clark (1998) refers to these external elements to one’s physical brain as “cognitive scaffolding.” Ross 
(2005, 2014) develops the role of scaffolding in specifying and identifying utility functions using sophis-
ticated revealed preference theory.

the two others are “The amount you pay before your insurance company pays benefits” and “The amount 
you pay before your health expenses are covered in full.” The last one is false in the sense that it ignores 
possible co-pays that might apply over the period covered, and ignores possible coinsurance payments. 
However, it certainly covers the essential idea reasonably well. Another question poses a specific sce-
nario about the commercial plan, Plan T on page 861, for which the correct answer requires the arithme-
tic evaluation of $1500 + 0.8 × ($100,000 − $1500) = $1500 + 0.8 × $98,500. The respondent is asked for 
an open-ended response: do you know the exact answer without calculating it?

Footnote 29 (continued)
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Of course, expected savings is not the same as risk-adjusted savings. While it is 
true that “no beliefs about health care needs or standard preferences for avoiding risk 
would rationalize the choice of the low-deductible plan” (p. 1321), various assump-
tions could make these welfare losses de minimis. An EUT calculation, assuming 
that individuals again use actual distributions of medical expenditure as their subjec-
tive distribution of medical expenditure (p. 1342), leads to comparable estimates of 
the CE of the foregone savings. These CE range from $372 down to $167 (p. 1344) 
depending on the level of risk aversion assumed, as one might expect a priori. Of 
course, an EUT calculation does not take probability weighting into account, even if 
one continued to assume that subjective expenditure probabilities equaled historical 
probabilities, and this could have a first-order effect on the implied CE. And there 
is no accounting for aversion to variability of payments over time: a deductible of 
$1000 over several years allows more room for variability of out-of-pocket expendi-
tures than a $350 deductible.

A potentially valuable complement to the evaluation of observational data was 
the use of experiments to evaluate alternative explanations in stylized, but “natural-
istic” settings. Unfortunately, these were all hypothetical surveys conducted online. 
These can be useful to set up tests of hypotheses,31 but suffer from the general prob-
lem of hypothetical bias referred to earlier.

5.3 � Inferences from experimental studies

Harrison and Ng (2016) provided an explicit welfare analysis of the simplest full 
indemnity insurance contract in controlled laboratory experiments. They used the 
risk preferences for each individual, estimated from a risk aversion task, to infer if 
the individual was an EUT or RDU decision-maker, and to provide parameter esti-
mates for their specific risk preferences. Armed with estimates of the utility function 
of each subject, they were able to directly calculate the expected CS of purchasing 
insurance or not purchasing insurance, in each case using the CE difference between 
the two actions.

Table 1 illustrates their calculations for a single subject. The first column shows 
the decision number, ordered here by premium for simplicity. The second column 
shows the premium on offer. The third column reports the decision of this subject, to 
purchase the contract or not. If this subject is classified as an EUT decision-maker, 
we know her risk preference parameters from the prior risk aversion task and can use 
her estimated utility function to calculate the CE of purchasing the insurance con-
tract and the CE of not purchasing the insurance contract.32 The difference between 

31  In particular, one intriguing hypothesis (p. 1353) posits that agents might “value costs associated with 
plan premiums differently than those paid (perhaps unexpectedly) out-of-pocket.” In effect, this relaxes 
the perfect asset integration assumption that some associate with EUT. Cox and Sadiraj (2006) and 
Andersen et al. (2018a) show how to evaluate partial asset integration specifications using (incentivized) 
experiments.
32  For immediate pedagogic purposes, the point estimates of risk preferences are used. The full analysis 
accounted for covariances in estimates using bootstrapping.
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these CE is her ex ante consumer surplus from purchasing. Hence we observe that 
if this subject was an EUT decision-maker she should have purchased up to and 
including the premium of $1.60, and then not purchased for higher premia. If this 
subject is classified as an RDU decision-maker, using the specification employed 
here (a Prelec probability weighting function), we infer different CE for each pos-
sible choice, and different CS from purchasing. If she was an RDU decision-maker 
she should have purchased up to and including the premium of $2.20.

This simple table of elementary calculations has important implications. First, 
even if we assume an individual is an EUT decision-maker, we need to know how 
risk averse she is to say if her decision to “take-up” the product is the right one or 
not. The same point applies generally to the case in which she is an RDU decision-
maker. A pox on unconditional nudges to take up the insurance product that ignore 
risk preferences! Second, we need to know which type of risk preferences best char-
acterizes her. Consider decisions 9, 10 and 11: in this case we get the sign of the 
welfare effect wrong unless we know the type of decision-maker. Third, we see CS 

Table 1   Ex ante consumer 
surplus for one subject

Choice Premium Choice Consumer  
surplus if  
EUT

Consumer 
surplus if 
RDU

1 $0.20 Buy $1.57 $2.12
2 $0.40 Buy $1.37 $1.93
3 $0.60 Buy $1.17 $1.73
4 $0.80 Not Buy $0.97 $1.53
5 $1.00 Buy $0.77 $1.33
6 $1.20 Buy $0.57 $1.13
7 $1.40 Buy $0.38 $0.94
8 $1.60 Buy $0.17 $0.73
9 $1.80 Buy − $0.02 $0.54
10 $2.00 Buy − $0.23 $0.33
11 $2.20 Buy − $0.43 $0.13
12 $2.40 Buy − $0.63 − $0.07
13 $2.60 Not buy − $0.82 − $0.26
14 $2.80 Buy − $1.02 − $0.46
15 $3.00 Not buy − $1.22 − $0.66
16 $3.20 Not buy − $1.43 − $0.87
17 $3.40 Not buy − $1.63 − $1.07
18 $3.60 Buy − $1.82 − $1.26
19 $3.80 Not buy − $2.02 − $1.46
20 $4.00 Buy − $2.22 − $1.66
21 $4.20 Not buy − $2.42 − $1.86
22 $4.40 Not buy − $2.63 − $2.07
23 $4.60 Not buy − $2.82 − $2.26
24 $4.80 Buy − $3.03 − $2.47
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numbers in dollars, reflecting the equivalent variation in income. We can distinguish 
what are “small” welfare effects from what are “large” welfare effects. Finally, we 
see the CS from purchasing or not from purchasing. This might seem trivial, until 
one realizes that many observational datasets, not all, suffer from the selection bias 
of only seeing those that purchased insurance.

Figure 2 displays the data from Table 1 in a way that allows one to see the manner 
in which estimated risk preferences and observed insurance choices translate into 
realized welfare gains and welfare losses for this subject. The subject in Table 1 was 
actually best characterized as an EUT decision-maker. The horizontal axis of Fig. 2 
shows each premium, arrayed horizontally to match the vertical array in Table  1. 
The vertical axis shows the realized CS, defined as the CS gained by making the 
right decision or the CS foregone by making the wrong decision: in Fig. 2 we only 
use the “CS if EUT” column from Table 1. The large “V” spanning Fig. 2 shows 
the correct take-up decision for each premium: to the left of the V the correct deci-
sion is to purchase, and to the right of the V the correct decision is not to purchase. 
We see immediately how this approach allows us to see welfare gains and losses 
by the same subject. We also see that some of these losses arise from taking up the 
insurance contract, to warn us from automatically associating take-up with a wel-
fare gain (i.e., to warn us from a naive application of revealed preference). Finally, 
we observe that welfare gains and welfare losses can arise from not purchasing the 
product, reminding us of the dangers of only studying data from those that purchase 
the product.

Undertaking similar calculations for each subject and choice, respecting their 
individual risk preferences, one can see the correct policy targets of our welfare 
evaluation in Fig.  3. The left panel displays all realized CS values, and the right 
panel displays a realized Efficiency measure for each subject. Efficiency here is 
defined in the standard manner from experimental economics, as the percentage of 
realized CS by an individual over all of her decisions compared to the maximum 
potential CS she could have realized. In this instance, the maximum potential CS 
for the subject in Fig.  3 is just the absolute value of the CS values in the “CS if 
EUT” column of Table 1, since it assumes that she would have made all of the right 
decisions. Figure 2 shows the right behavioral targets for interventions designed to 
improve welfare. Armed with either of these targets,33 one can fire up the theoretical 
engines, or even the nudge engines if one must and has no theory as a guide, to see if 
some intervention can shift this distribution to the right. In fact, one should do more 
than just look at the distribution, let alone just the average of the distribution, since 
that could mask gross winners and gross losers even if there is a shift to the right. A 
full analysis of the heterogeneity of welfare impacts must dig beneath the summary 
distributions in Fig. 3, but still using the individual welfare evaluations used to con-
struct Fig. 3. To the extent that the CS distribution in the left panel of Fig. 3 has any 
negative values, and the Efficiency distribution in the right panel is not all piled up 
at 100%, there are welfare gains to be had from appropriate interventions.

33  There are circumstances, discussed by Harrison and Ng (2018), such as variations in nonperformance 
risk across choices, where Efficiency is a superior measure of welfare than CS.
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Fig. 2   Realized consumer surplus for one subject

Fig. 3   Realized welfare measures
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In summary, Harrison and Ng (2016) find significant evidence of welfare loss, 
deriving from individuals that should have purchased but did not, as well as subjects 
that did purchase but should not have. Their central message is that take-up is not a 
reliable indicator of welfare, consistent with the rhetorical behavioral concerns with 
take-up and revealed preferences noted earlier.

Harrison and Ng (2016) make the simplest possible assumption to undertake 
behavioral welfare analysis in the absence of assuming naïve revealed preference: that 
the risk task identifies the risk preferences for the individual, and that one can then 
use those estimated risk preferences to evaluate expected welfare gains or losses of 
that individual’s insurance choices. An alternative assumption, of course, is that risk 
preferences for the same individual differ between the risk task and the insurance task, 
for whatever “framing” reason one might think of. This assumption might be descrip-
tively correct, and indeed would be implied conceptually if one found, as was the case, 
that risk preferences in the risk task do not explain every insurance choice. However, 
note how their assumption, or something equivalent to it, is logically required if we are 
ever to declare some insurance purchase a mistake – we need to have some separate 
metric for declaring what is and is not a mistake than the choice itself.

An extensive discussion of the methodological implications of this approach is 
provided by Harrison and Ng (2016, pp. 111–116) in the specific context of insur-
ance. Harrison and Ross (2018) provide a similar discussion in the context of portfo-
lio choice, and also offer a general philosophical exposition of what they character-
ize as the “quantitative intentional stance” toward behavioral welfare economics. We 
return to these issues in §5 below.

Harrison and Ng (2018) extend the methodology to consider nonperformance risk 
with full indemnity contracts with no deductibles. For normative purposes, their key 
insight is that the driving factor behind welfare effects of nonperformance is the extent 
to which the individual processes compound risks using ROCL. This structural insight 
is only possible if we know something more about risk preferences than in Harrison and 
Ng (2016): in this instance, whether they are or are not consistent with ROCL. They also 
find that the standard “actuarial parameters,” that did have a significant effect on take-up, 
do not have a major effect on welfare. Again, take-up is an unreliable proxy for welfare.34

6 � The methodologies of behavioral welfare economics

The literature just reviewed illustrates many different ways of generating welfare 
estimates for decisions over insurance contracts. Surprisingly, perhaps, I find the 
structural models of observational data for field contracts to be perfect comple-
ments to the artefactual, stylized experiments in lab settings. The former are brave 
attempts to directly answer important policy questions in the field, and without those 
full structural attempts one cannot see what remains to be done from a behavioral 

34  Harrison and Ng (2019) elaborate on how the existing literature has defined welfare gains from insur-
ance and how it has been measured. They broadly categorize these “second-best” methods of calculating 
welfare gain from insurance into four groups: take-up of insurance, willingness to pay for insurance, risk 
reduction proxies, and “some other metric.”
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perspective. Generally, we only see EUT models of risk preferences rather than 
RDU models; we only see Exponential discounting models of time preference rather 
than “hyperbolicky” alternatives (if empirically relevant); we only see additive inter-
temporal utility functions instead of specifications that allow for intertemporal risk 
aversion; we only see actuarial loss probabilities assumed for individuals rather 
than subjective probabilities or subjective belief distributions; and we rarely see any 
(EUT) risk preferences or time preferences estimated at all. The reason for these 
behavioral restrictions are clear: it is hard enough to marshal the data and structural 
model assumptions with the data available, and identification of these behavioral 
preferences and beliefs is well beyond what one could reasonably expect in the first 
analyses. The place to demonstrate the behavioral need for augmenting these obser-
vational and administrative datasets with field experiments is in the laboratory.

The laboratory experiments show the fundamental need for knowing atemporal 
risk preferences, and for knowing what type of risk preferences (EUT and RDU) 
best characterize behavior for a population.35 This is decidedly not just to have some 
measure of risk preferences to “toss on the right hand side of some regression,” as 
one sees too often: it is to evaluate the CE needed to compute the welfare-equivalent 
of the insurance contract lottery under consideration. Furthermore, the laboratory 
evidence has shown the value of structural knowledge of deviations from EUT, by 
showing the significance of knowing if subjects violate ROCL when evaluating the 
welfare effects of nonperformance risk for insurance contracts. All of these insights 
leave aside roles for time preferences, intertemporal risk preferences, and subjective 
beliefs about loss probabilities. Much remains to be done, even in the lab.

In contrast to the studies reviewed in Sect. 5, however, most policy evaluations 
of insurance products use the metric of take-up. It has been shown in the labora-
tory experiments that this simply generates the wrong answer: many people take up 
a product when they should not, and fail to take it up when they should. Of even 
greater significance, take-up is silent on the size of the welfare cost of suboptimal 
decisions. Even if it managed to “sign” the correct and incorrect decisions, we have 
no way of determining if a large fraction of incorrect take-up decisions is de minimis 
in terms of consumer welfare.

It follows that anyone that attempted to “nudge” behavior toward more take-up 
could very easily be nudging people in the wrong direction in consumer welfare 
terms. It is presumptuous to assume that the subjective guesses of actuaries can be 
used to substitute for the subjective evaluations of individual agents, but that pre-
sumption is implied by evaluations that solely determine success by increased take-
up for actuarially fair or subsidized products and the qualitative presumption that 
every decision-maker is a risk averse EUT type. This general methodological prob-
lem with nudges is well known, and even acknowledged by the original proponents 
of the approach: for instance, see Thaler and Sunstein (2008, ch. 17).

35  It is EUT and RDU deliberately: even if individuals can be “typed” as one or the other with reason-
able confidence, if we are considering pooled data then we must recognize that both are typically present 
by using a mixture specification (Harrison and Rutström 2009).
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In this section, we step back from the specifics of behavioral evaluation of insur-
ance contracts to make sure that the major alternative approaches to behavioral wel-
fare evaluation are considered critically. The insurance literature already contains 
casual, glancing references36 to these deeper issues, and needs to integrate them 
more fundamentally. There is a large, general literature on behavioral welfare eco-
nomics, including Bernheim (2009, 2016), Bernheim and Rangel (2008, 2009), 
Manzini and Mariotti (2012, 2014), Rubinstein and Salant (2012), Salant and Rubin-
stein (2008) and Sugden (2004, 2009). A general concern with this literature is that 
although it identifies the methodological problem well, none provide “clear guid-
ance” so far to practical, rigorous welfare evaluation with respect to risk preferences 
as far as we can determine. That is what the approach advocated by Harrison and Ng 
(2016, 2018), Harrison et al. (2016) and Harrison and Ross (2018) seeks to do.

6.1 � Nudges and boosts

A principal source of interest in behavioral economics has been its advertised con-
tributions to policies aimed at “nudging” people away from allegedly natural but 
self-defeating behavior toward patterns of response thought more likely to improve 
their welfare. Leading early promotions of this kind of application of behavioral 
studies are Camerer et al. (2003) and Sunstein and Thaler (2003a, b). Grüne-Yanoff 
and Hertwig (2016) have distinguished nudging, which is based on the heuristics-
and-biases branch of behavioral economics research associated with Kahneman 
et al. (1982), from policies aimed at “boosting,” which apply the simple heuristics 
research program of Gigerenzer et al. (1999) and Hertwig et al. (2013). Nudging and 
boosting are contrasted as follows. Nudges aim to change a decision-maker’s eco-
logical context and external cognitive affordances in such a way that the decision-
maker will be more likely to choose a welfare-improving option without having to 
think any differently than before. Boosts aim to supplement cognitive processes with 
heuristics that are viewed as reliable guides, despite glossing some information and 
avoiding computationally intensive algoirthms, produce good inferences, choices, 
and decisions when applied in the appropriate ecological contexts.37

36  For example, Handel and Kolstad (2015, pp. 2451, 2456, 2490) or Ericson and Sydnor (2017, p. 70).
37  An alternative way to define boost builds on the role that “scaffolds” play in aiding cognition (Clark 
1998). Access to the internet or experts, for example, might be expected a priori to make individuals 
more literate on facts that affect their cognition, as better inputs to their “cognitive production function.” 
Hence boosts need not rely on the use of heuristics. The key distinction between an algorithm and a 
heuristic has to do with the knowledge claim that they each allow one to make. If an algorithm has been 
applied correctly, then the result will be a solution that we know something about. For example, we may 
know that it is a local optimum, even if we do not know that it is a global optimum. Heuristics are lesser 
epistemological beasts: the solution provided by a heuristic has no claim to be a valid solution in the 
sense of meeting some criteria. In the computational literature, if not some parts of the psychological 
literature, heuristics are akin to “rules of thumb” that simply have good or bad track records for certain 
classes of problems. The track record may be defined in terms of the speed of arriving at a candidate 
solution, or the ease of application. Harrison (2008, §4.2) provides more discussion of the role of heu-
ristics in decision-making, particularly their crucial role in “behaviorally plausible” homotopy, or path-
following, algorithms.
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An additional contrast between nudges and boosts is that a nudge would normally 
be expected to have effects only on the specific behavior to which it is applied, and 
only in the setting that the nudge adjusts. A boost, on the other hand, to the extent 
that it alters standing cognitive capacities and associated behavioral propensities 
across ranges of structurally similar choice problems, might be hoped to generate 
“rationality spillovers” discussed by Cherry et  al. (2003). Furthermore, boosting 
might plausibly capacitate people with defenses against nonbenevolent nudging by 
narrowly self-interested parties such as marketers and demagogues.

Nudging is open to the charge that it is manipulative. Its defenders point out 
that if people are naturally prone to systematic error, then any scaffolding built by 
any institution unavoidably involves manipulation, so the manipulation in question 
might as well be benevolent. Of course, as stressed above, what is actually “benevo-
lent” is typically conditional on some unobserved preference or belief ascribed to 
the decision-maker. How this ascription occurs is the deeper question, addressed in 
Sect. 6.5.

Boosting, by contrast, involves endowing decision-makers with enhanced cog-
nitive capacities by teaching them more effective decision principles, which they 
can choose to apply or not once they have been enlightened. Thus, boosting avoids 
manipulating the agents to whom the policies in question are applied, and is to that 
extent less paternalistic. Boosting also begs the question of what are more “effec-
tive” decision principles. For now, we take the agnostic view that the risk prefer-
ences we have modeled as best characterizing the individual are those that should 
be used, in the spirit of the “welfarism” axiom of welfare economics. Even though 
the alternatives to EUT were originally developed to relax one of the axioms of EUT 
that many consider to be normatively attractive, it does not follow that one is unable 
to write down axioms that make those alternatives attractive normatively.38 How one 
ascribes more effective decision principles is also considered in Sect. 6.5.

6.2 � Randomized evaluations in search of “what works”

One of the slogans that burdens behavioral economic policy, and the focus on rand-
omized evaluations, is the claim that they are only interested in “what works.” It is 
hard to imagine a less informative, or more dangerous, slogan. The core problem is 
that it characterizes approaches that only look at observables.

The problem with just looking at observables is that they tell us nothing about the 
virtual variables that are of interest in welfare evaluation. For that we need to make 
inferences about CS, and for that we need to know a lot more about the preferences 
that people bring to their choices, such as risk preferences and time preferences. 

38  For instance, consider inverse-S probability weighting in an RDU setting, which leads the decision-
maker to place greater weight on the probabilities associated with the best and worst outcomes. This 
might be a reasoned heuristic for recognizing that “tail probabilities” are known to be inferred less reli-
ably, and are more reliant on parametric forms for probability distributions being correct. In fact, it char-
acterizes one approach to “actuarial prudence” in the calculus of risk management. In terms of decision 
theory, it may be viewed as one way to extend the reasoning from the “small worlds” of Savage to his 
“large worlds” (Binmore 1999).
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We also need to know a lot more about the subjective beliefs that people bring to 
their choices. The reason that there is this dogmatic focus on observables is easy to 
discern and openly discussed: a desire to avoid having to take a stand on theoreti-
cal constructs as maintained assumptions, since maintained assumptions might be 
wrong. The same methodological precept guides the choice of statistical methods, 
but that is another story about modeling costs and benefits. One can fill in these 
blanks in our knowledge about virtual preferences and beliefs with theories and 
guessed-at numbers, or with theories and estimated numbers. However, one has to 
use theory to make conceptually coherent statements about preferences and beliefs, 
and then undertake welfare evaluations. That is the rub: an agnosticism toward 
theory.

Advocates of randomized evaluations portray the tradeoff here in overly dramatic 
fashion. Either one uses the methods that avoid these theoretical constructs, or one 
dives head first into the shoals of full structural modeling of behavior. This is a false 
dichotomy, raised as a cheap rhetorical device to still debate over the role of theory. 
The missing middle ground becomes apparent when empirical puzzles emerge, lead-
ing to casual theorizing and even more casual behaviorism, documented in Harrison 
(2011a).

In any event, randomized evaluations can be wonderful tools for gathering infor-
mation about the cost-effectiveness of alternative policies toward some given goal, 
but are silent on the real question of the net welfare of those policies.

6.3 � Happiness

No thanks. The same applies to surveys of “life satisfaction,” “well-being,” or even 
“peace of mind.”

6.4 � Behavioral welfare analysis using “frames”

Bernheim and Rangel (2008, 2009) and Bernheim (2009, 2016) present an approach 
to behavioral welfare economics that recognizes the methodological challenge of 
evaluating welfare when one does not accept that one can rely on (naive) revealed 
preference. They propose that one develops two frames with which to ask a question 
bearing on financial choices, where two conditions are met, and are couched here in 
terms of a financial literacy application:

1.	 Each frame is a priori presumed to generate actions that have the same welfare 
consequences for the individuals.

2.	 However, where one frame is simple and transparent to understand, so a priori 
does not require any significant degree of literacy to comprehend, the other frame 
requires some degree of financial literacy to comprehend.

Note that both conditions rely on a priori judgments. There is nothing wrong with 
this, but of course the “proof is in the pudding” when one gets to specific applica-
tions, and different readers might have different priors on the validity of these two 
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conditions.39 The application of these ideas in Ambuehl et al. (2014) and Ambuehl 
et al. (2018), reviewed in Bernheim (2016, p. 51ff.), provide just such an instance, 
focused squarely on financial literacy.40

The application in each case is the same, and tests comprehension of the con-
cept of compound interest as it affects intertemporal choices between a smaller, 
sooner (SS) amount of money and a larger, later (LL) amount of money. This is 
a canonical task for the elicitation of time preferences: see Coller and Williams 
(1999) for an extensive review of the older literature and clean experimental 
implementation of this task. To illustrate, consider these two statements, which 
very slightly paraphrase those actually used:

A.	 You will receive $88 in 72 days.
B.	 We will invest $22 at 3% interest, compounded daily, for 72 days.

Subjects are then asked, in response to one of these statements, to say “what is 
the present amount that is equivalent?” Responses are elicited using an Iterative 
Multiple Price List (iMPL) procedure developed by Andersen et al. (2006), and 
can be assumed for present purposes to lead subjects to reveal their true answer in 
an incentive-compatible manner.

If subjects exhibit financial literacy they “should” give the same answers in 
response to statements A and B, since we observers know that the amount of 
money in B will end up being $88 in 72 days. If the answers to A and B differ, 
then we have identified a financial literacy gap, and it is asserted that we can 
take the absolute value of the difference in valuations as a measure of the welfare 
loss from that gap. Since the present value amounts are stated in deterministic 
form, this welfare loss is in the form of a certainty equivalent. In effect, here, 
the observed choice is a willingness to exchange the LL amount mentioned or 
implied by statement A or B for the SS amount stated in the response elicited by 
the iMPL procedure.

39  This is the approach adopted in Ambuehl et al. (2014), to view one of the frames as revealing true, 
virtual valuations. In Ambuehl et  al. (2017), this position was qualified, allowing that there might be 
some normative metric that does not lead one to accept that either frame represents the true, virtual valu-
ation. The example provided is when subjects exhibit Quasi-Hyperbolic discounting in response to both 
questions, with Exponential discounting a priori deemed to be normatively attractive and Quasi-Hyper-
bolic discounting deemed a priori to be normatively unattractive. In this case, they claim, both responses 
might be “contaminated” by the “passion for the present” one expects from Quasi-Hyperbolic responses. 
They then present a formal mathematical result that essentially says that if the responses to statements 
A and B are equally contaminated, then as one takes the limit of the difference between the responses as 
that difference goes to zero, then a first-order approximation to a valid welfare measure can be obtained. 
However, that says nothing about whether the difference between the responses that are nonzero, or not 
close to zero, have any valid interpretation, unless one wants to invoke stringent path-independence 
assumptions from welfare economics (see Boadway and Bruce (1984, p. 199) or Harrison et al. (1993). 
The bulk of responses of interest are decidedly nonzero, and not close to zero, as illustrated in Ambuehl 
et al. (2018, p. 16, Fig. 1).
40  An application of the same methodology to retirement savings plans is provided by Bernheim et al. 
(2015).
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Now consider if statements A and B meet the conditions required for infer-
ences about welfare loss due to financial illiteracy.

One immediate concern is that statement B might be interpreted, from a con-
versational perspective, as already providing the answer: surely it is $22. The 
interpretation is that you have been asked what amount of money today would 
generate the implied $88 in 72 days, and this must be a “trick question” because 
the statement already tells you that it was $22. Of course, we analysts are expect-
ing subjects to tell us the present discounted amount that is equivalent to $88 in 
72 days, where the discount rate need not be the same as the interest rate, but that 
is just one interpretation of the question. One might expect, if inspecting the raw 
data, to see many respondents simply say $22 in this instance.

Another, more subtle, interpretation issue concerns the information about a 3% 
interest rate. A subject might reasonably presume that this is taken to be the mar-
ket (borrowing and lending) interest rate for this question. Then we know from 
the Fisher Separation Theorem that we cannot recover estimates of discount rates 
due to censoring: see Coller and Williams (1999). All that we would recover is 
their knowledge of the interest rate, which is again included in statement B, hence 
we would again expect a spike of responses at $22.

Extending this point, the mere mention of interest rates provides a scaffold that 
might affect responses differently for statement B compared to statement A. In 
effect, statement B offers a cognitive scaffold that could be expected to change 
the response compared to statement A, where there is no such explicit scaffold 
mentioned. Thus, what is claimed to be the welfare effect of literacy might just 
be the welfare effect of having access to a scaffold, and that is ambiguous as a 
theoretical matter.

Finally, any difference between responses to statements A and B might simply 
reflect an inability to apply the principle of compound interest in evaluating state-
ment B, to arrive at the implied $88 correctly. A subject might understand what 
compound interest is, and just not be able to “do the math” on the spot, even with a 
calculator provided. The issue here is whether one labels any difference in present 
value responses a welfare-significant failure of literacy with respect to the concept 
of compound interest or a welfare-significant failure of the ability to apply the cor-
rect concept (recall the distinction between literacy and capability). And the focus 
throughout Ambuehl et al. (2014, 2017, 2018) is on the effect of an intervention to 
improve decision-making, whether or not it is literacy or capability that is driving 
the effect.

One overarching concern here is that to apply the method of Berneim and Rangel 
(2008, 2009), one must find frames that convince readers that they meet the two 
conditions noted earlier, and this is not likely to be an easy task across domains. 
Their method is not, in this sense, a general method.
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6.5 � Welfare analysis from the intentional stance

Harrison and Ng (2016) use the best descriptive model of risk preferences to make 
normative evaluations of the insurance product choices of their subjects.41 By con-
trast, Bleichrodt et al. (2001) maintain that EUT is the appropriate normative model, 
and correctly note that if an individual is an RDU or CPT decision-maker, then 
recovering the utility function from observed lottery choices requires allowing for 
probability weighting and/or sign-dependence. They then implicitly propose using 
that utility function to infer the CE using EUT. These are radically different norma-
tive positions.

Some notation will help. Let RDU(x) denote the evaluation of an insurance pol-
icy x in Harrison and Ng (2016) using the RDU risk preferences of the individ-
ual, including the probability weighting function. They calculate the CE by solv-
ing URDU(CE) = RDU(x) for CE, where URDU is the utility function from the RDU 
model of risk preferences for that individual. However, Bleichrodt et  al. (2001) 
evaluate the CE by solving URDU(CE) = EUT(x) where EUT(x) uses that utility 
function in an EUT manner, assuming no probability weighting. This seems nor-
matively illogical. The logical approach here would be to estimate the “best fitting 
EUT risk preferences” for the individual from their observed lottery choices, and 
then use the resulting utility function UEUT as the basis for evaluating the CE using 
UEUT(CE) = EUT(x).

The choice of this approach by Harrison and Ng (2016) and Harrison and 
Ross (2018) is evidently of direct relevance with respect to the extent of paternal-
ism involved in normative assessment. It can be justified on deeper philosophical 
grounds.

Harrison and Ross (2018) included a case study from a consulting project under-
taken for a client that is an investment bank. They recommended additional cogni-
tive preparation for RDU choosers before they selected investment products, but did 
not recommend trying to teach them the concept of probability weighting so they 
could then apply this characterization to themselves. This is only partly motivated 
by the questionable practicality of the pedagogical task that would be required. It 
also reflects wariness about telling subjects a story about themselves they would 
surely interpret as telling them that they possess a kind of internal psychological 
“defect” when such a story would outrun the available data and is, in any case, 
doubtful according to sophisticated philosophy of mind.

It is unlikely that most people choosing insurance contracts or investment funds 
attempt to compute internally represented optima, either from EUT or RDU bases, 
and then make computational errors that could be pointed out to them. This echoes 
a point made by Infante et  al. (2016) when they complain that behavioral welfare 
economists typically follow Hausman (2011) in “purifying” empirically observed 

41  Harrison and Ross (2018) employ the same methodological approach in the evaluation of choices over 
alternative investment portfolios. The exposition in this subsection is adapted from Harrison and Ross 
(2018, §5).
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preferences. Infante et  al. (2016) argue that purification reflects an implicit phi-
losophy according to which an inner Savage-rational agent is trapped within a psy-
chological, irrational shell from which best policy should try to rescue her. They 
provide no general philosophical framework within which they motivate their skep-
ticism about “inner rational agents.” However, such a framework is available.

Dennett (1987) provides a rich account of the relationships between beliefs, pref-
erences and “propositional attitudes” that provides a rigorous philosophical founda-
tion for behavioral welfare economics. He argues that the attribution of preferences 
and beliefs involves taking an intentional stance toward understanding the behavior 
of an agent. This stance consists in assuming that the agent’s behavior is guided by 
goals and is sensitive to information about means to the goals, and about the relative 
probabilities of achieving the goals given available means. Goals, like preferences 
and beliefs, are not internal states of agents, but are rather relationships between 
agents, environments, and those of us that are attributing these relationships in order 
to do behavioral welfare economics. Hence there is a crisp rejection at the outset 
of the realist conception of economic agents presented in naïve behavioral rhetoric, 
such as the “humans” and “econs” of Thaler and Sunstein (2008, Part I).

Hence the behavioral welfare economist, by this account, has to try to interpret 
and predict the agent’s actions by means of controlled speculation about that agent’s 
context and information-processing capacities. Agents themselves are trained, during 
socialization while growing up, to adopt the intentional stance toward themselves. 
For the sake of coordination in action and communication, agents’ self-ascriptions 
are made so as to at least approximate alignment with the ascriptions of others. 
These ascriptions and self-ascriptions are not guesses about “true” beliefs and pref-
erences hidden from direct view in people’s heads. Rather, beliefs and preferences 
are constructed rationalizations of agents’ behavioral and cognitive ecologies.42

Beliefs and preferences are virtual states43 of whole intentional systems rather 
than particular physical states of brains; but being virtual is a way of being real, 
not a way of being fictitious. If a claim about intentional states is the sort of claim 
that can have a truth value, then it had better be possible to specify possible evi-
dence that would undermine it. The holistic nature of intentional stance description 
of agent behavior allows for error, but also complicates it: as stressed by Hey (2005), 
the “behavioral error” stories that we append to our structural models are part of the 
economics.44

42  Critics have sometimes misinterpreted this view as instrumentalism, a doctrine according to which 
beliefs and preferences are mere useful fictions, unconstrained from the “facts of the matter.” Dennett 
(1987) has consistently maintained, however, that there are facts about agents’ goals and access to infor-
mation, and hence also facts about their propositional attitudes, that should constrain these rationaliza-
tions.
43  Economists often use the expression “latent states” to mean the same thing. Unfortunately, there are 
significant complications with the use of the term “latent” when one interacts with philosophers and psy-
chologists, and behavioral welfare economics must interact with them. Harrison and Ross (2018, fn.17, 
p. 65) and Ross (2014, §4.2) discusses the complications and why they matter.
44  To add complication, they interact directly with the stochastic specifications that attend to sampling 
errors in the econometrics, and hence inferences about preferences: see Wilcox (2008, 2011) for a mas-
terful review in the case of risk preferences.



169The Geneva Risk and Insurance Review (2019) 44:137–175	

Ross (2014) argues that this marks a main basis for the distinction between eco-
nomics and psychology. Psychologists are professionally interested directly in how 
individuals process information, including information that influences decisions. 
Economists, by contrast, are concerned with this only derivatively. If a system of 
incentives will lead various people, through a heterogeneous set of psychological 
processes, to all make the same choice then the people form, at least for an analy-
sis restricted to that choice, an equivalence class of economic agents. However, it 
is a strictly empirical matter when this psychological heterogeneity will and won’t 
matter economically. Economists, like all scientists, seek generalizations that sup-
port out-of-sample predictions. Different data-generating processes tend to produce, 
sooner or later, different data, including different economic data. Economics is thus 
crucially informed by psychology in general, while not collapsing into the psychol-
ogy of valuation as some behavioral economists have urged [e.g., Camerer et  al. 
(2005)].

Applying this philosophy of mind and agency to the applications to insurance 
in Harrison and Ng (2016), we assume the intentional stance to make sense of our 
experimental subjects’ overall behavioral patterns, and use the lottery choice experi-
ment as a relatively direct source of constraint on the virtual preference structures 
we assign when we perform welfare assessment of their insurance contract choices. 
The more precisely we specify the contents of propositional attitudes, especially in 
quantitative terms, the less weight in identification will rest on “inboard” elements 
of data-generating processes relative to external aspects of the agents’ overall behav-
ioral ecologies (i.e., cognitive scaffolds). Our technical tools allow us to identify vir-
tual intentions that most subjects are not able to identify when they take the inten-
tional stance to themselves, and that they could not deliberately use to evaluate their 
own decisions.45 On the other hand, certain experimental treatments46 might provide 
evidence that attention to certain informational patterns induces a significant num-
ber of subjects to act as if they were stochastically closer to expected utility optimiz-
ers. These patterns therefore enter into a fully informed analyst’s specification of the 
subjects’ beliefs and preferences.47

6.6 � The opportunity criterion

Sugden (2004, 2009, 2018) develops an important framework for normatively eval-
uating agents’ outcomes under alternative institutional arrangements in a way that 
privileges their autonomy as choosers (i.e., their consumer sovereignty) without 
depending on their specific preference orderings, and thus without requiring their 

45  Hence, again, the irrelevance of the derisive comments of some behavioral economists toward their 
straw man account of the agent being modeled, on the grounds that nobody actually makes decisions the 
way our intentional stance posits.
46  For example, the informational treatment of Harrison and Ross (2018) with respect to investment 
decisions, or the “actuarially-equivalent” insurance contract treatment of Harrison et  al. (2016) with 
respect to index insurance decisions.
47  In this philosophical framework, it makes sense to say that we boost the subjects’ informational access 
in a way that nudges their (subdeliberative) cognition.
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preferences to even be consistently ordered, let alone fully EUT-compliant. Accord-
ing to Sugden (2004, 2009), agents are made better off to the extent that their oppor-
tunity sets are expanded, and worse off to the extent that their opportunity sets are 
contracted. Against this standard, “pure” boosts will typically make agents better off 
and “pure” nudges will typically make them worse off.

This idea is indeed attractive as a way of addressing normative questions in cir-
cumstances where welfare analysis in the technical sense is not possible due to pref-
erence reversals. Thus, for example, this approach can generate recommendations in 
cases where the method of Bernheim (2009, 2016) and Bernheim and Rangel (2008, 
2009) would find Pareto indifference and therefore yield no guidance. However, we 
should not abjure ever doing standard welfare analysis merely because it can’t be 
undertaken in every context. In both the Harrison and Ng’s (2016) case and in the 
situation presented to Harrison and Ross (2018) by their consulting client, the com-
plications arise from the existence of preferences that violate EUT but are neverthe-
less well ordered. Arguably, this is the standard situation where relevant utilities are 
defined over expected monetary values that are risky.

7 � Conclusion

From a normative perspective, a great deal of attention has been devoted to design 
better insurance products. It is apparent from the existing evidence that comparable 
attention should be devoted to designing better insurance decisions. Of course, what 
many behavioral economists call better products, worthy of a regulatory nudge here 
or there, are really better decision scaffolds to facilitate better decisions. We see no 
real tension here, just the need to have a clear, structured ability to say something 
about the welfare effect of product innovations and the decision process surrounding 
the product.

These requirements generate a derived demand for thinking carefully about the 
methodologies of behavioral welfare economics, and that requires that insurance 
economists, and economists in general, think more deeply about the methodology 
and philosophy of their subject. In this respect, thought experiments and laboratory 
experiments stand as ideal places to begin this long, slippery path. One major risk 
we face, and that is tragically illustrated by what currently passes for behavioral eco-
nomic policy, is that the new behavioral economics causes us to forget the old wel-
fare economics.48 In the words of Homer Simpson (season 5, episode 22), “every 
time I learn something new, it pushes some old stuff out of my brain.”

48  More generally, Atkinson (2001, 2009, 2011) eloquently considers “the strange disappearance of wel-
fare economics.”
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